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• ICAT has been developed for 

over 10 years

• ICAT is in production at several 

facilities – in both PaNOSC

and ExPaNDS.

• Recently ALBA and CERIC 

have joined the ICAT 

Colaboration

ICAT Collaboration
STFC
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ICAT Overview
Architecture – Components – Data Model 
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Technology

• Written in Java EE

• Runs on Payara

• open-source successor to Sun/Oracle Glassfish Application Server

• Search via Lucene component

ICAT

Databases

• MySQL/MariaDB & Oracle supported

• Any JPA-compatible* database ought to be possible

* Java Persistence API
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ICAT Data Model

Investigation

Dataset

Datafile

Based on Core Scientific Metadata 
Model:
http://icatproject-
contrib.github.io/CSMD/

Core Entities:

http://icatproject-contrib.github.io/CSMD/


Schema Additions
Techniques – Data Publications – And more



• PaNOSC Data Model includes ‘Technique’ 

entity

• “common name of scientific method 

used”

• PID

• Name

• ‘Missing Piece’ of PaNOSC model not 

represented in ICAT model

• Pull Request ready for a future release

Techniques



• UNDER DISCUSSION

• to be able to store and manage 

information about data publications 

within ICAT

• Adds entities for

• DataPublication

• FundingReference

• funderName

• funderIdentifier

• awardNumber

• awardTitle

• + others

Data Publications



UNDER DISCUSSION

• Additional information about users and their affiliation

• To keep track of affiliation and name at the time of the publication

• In case it changes over time

• or maybe separate UserParameters

• Adding images to represent Datasets

• to display in a GUI

• Roles for InstrumentScientists

• scientists might play a different role in a beamline: beamline manager, 

staff, Phd, technician, collaborator, etc...

• And many more…

Other Schema Proposals



APIs and DataGateway

DataGateway API – PaNOSC Search API –

DataGateway



Current APIs

APIs –Metadata Access Ingest Retrieve

SOAP – Java client + Python library x x

“REST” Http API for querying with JPQL (JSON response) x x

ICAT+ Rest API for ESRF DataHub Web Interface x

OAI-PMH x

DataGateway API – Rest API for DataGateway Web Interface
• basis for a future PaNOSC/ExPaNDS API

Maybe? x



DataGateway API

Implementation

• A more RESTful API for the ICAT metadata catalogue for use by 

DataGateway.

• One endpoint per entity-type (eg. datafile, dataset, investigation)

• /datafiles/<id> GET, PATCH, DELETE - Returns/edits/deletes an entity 

based on id

• Filters are provided in the query string – based on Loopback (SciCAT)

• /datafiles?where={“id”:{“eq”: 1}}

• Also limit, order, skip, include (ie. nested objects), distinct filters

• Have not hard-coded a hierarchy – difficult to hardcode for every facility

• Authentication information in HTTP Authorization header

More detail here

https://repo.icatproject.org/site/icat/server/4.9.1/schema.html


Topcat

• In production for 3+ years

• Data hierarchy presented as 

sequence of table views

• Free text search

• Download carts

• Direct & deferred (tape)

• Send to Globus, HPC, etc.

• Written in AngularJS – EOL June 

2021

Web Interfaces



DataHub

• Developed at ESRF using React

• Uses ICAT+ API

• Richer metadata

• Previews/thumbnails

• Access to experiment log books

Web Interfaces



DataGateway

• New interface written in React

• Internal user testing phase

• Aiming for same functionality as 

Topcat

• Plugs into SciGateway

• Micro-frontend architecture

• Enables integration & code-

sharing with other STFC projects 

eg. next eCat, DAaaS

Web Interfaces



DataGateway

An interface reflecting the users data journeys

• Considering both proposal users and open data users

• From data creation to data publication

• Data provenance: Associate instrument setup with raw & processed data

• DOI creation & workflows for data publication

• Data discovery & data access

• Rich metadata (moving to FAIR data)

• Specialised data catalogue - information about the data hierarchies in each 

facility

• Data visualisation/processing/publication + impact analysis

• Different at each ICAT instance

More detail here

https://repo.icatproject.org/site/icat/server/4.9.1/schema.html












Mapping Facility Entities
From ICAT Schema to OAI-PMH



OAI-PMH

• Need to map from ICAT to Dublin Core and Datacite

• Different at each ICAT instance

Data Model

Implementation

• Each facility maps relevant entities from data model onto locally relevant 

concepts

• Different at each ICAT instance

More detail here

https://repo.icatproject.org/site/icat/server/4.9.1/schema.html


Example Mapping - Diamond

Thanks to Oliver Copping at Diamond



Future Plans
OpenID Connect – Improve Search – Cloud 



Authentication

• Simple (username/password), Database, LDAP supported

• Implemented with a plugin system

• Most facilities create a plugin for their user-office system

Auth

Authorisation

• Rules stored in ICAT database not in an external system

• Simple table permissions or more complex SQL ‘where’ clauses

• Groups, Roles eg. InstrumentScientist

• Generally fixed at deployment time



Developed at HZB

• enables users to log in to ICAT via an external OpenID Connect (OIDC) 

identity provider

• such as Keycloak.

• doesn't check the user's credentials by itself

• leaves this part to the identity provider (IdP) and relies on a so-called token 

to actually authenticate the user

OpenID Connect



Free Text Search

ICAT Lucene

• Current implementation uses Lucene directly

• limited to 232 datafiles

• Diamond (ExPaNDS) has exceeded this

• Only Dataset, Visit, Proposal text search until it can be rewritten

• Hope to develop a new search component

• Will look at ElasticSearch



Cloud

Docker

• Some work done already

• HZB

• Ceric

• Would be great if each component had its own dockerfile

Kubernetes?

• What would a cloud-native ICAT look like?

• What are the risks?

• What are the benefits?





Data Model - Parameters



• For “simple” queries returning small amounts of unordered data, performance improves 

slightly as more data is added. This is not fully understood but may be due to Oracle 

caching or improving execution plans.

• For longer running queries requiring ordering of a large number of rows, performance does 

not degrade significantly as more data is added.

• In both cases the change was only a few percent per year of data added, which over the 

next 5-10 years should not be a concern.

• The unexplained rises, falls and differences between tests do not appear to be significant 

and are most likely due to other load on the VM cluster and/or the network at the time the 

test was run.

ICAT Evaluation Conclusions

From a presentation by Kevin Phipps - STFC



Project Structure

• Steering Committee

• Mailing list

• Open Source on Github – http://github.com/icatproject

• Apache 2 Licence

• Github issues and pull requests

• Additional contributions at http://github.com/icatproject-contrib

• Monthly meetings via video conference

• Face to Face meetings – Grenoble,10th/11th March 2020

Governance & Resources

http://github.com/icatproject
http://github.com/icatproject-contrib

